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Computational methods of social science are becoming increasingly important because of the growing amount 

of naturally generated data available for research purposes. The aim of this lecture is to show some of the 

opportunities large-scale computation text analysis provides through a research project of the Research Center 

for Computational Social Science (RC2S2) at Eötvös Loránd University, which investigates language- and 

political polarization in the Hungarian parliament. 

The first part of the lecture covers the fundamental notions and methods utilized in natural language 

processing (NLP), like word and document embeddings, topic modeling, transformers, boosting, and a graph 

perspective on texts, highlighting the differences compared to methods tailored to tabular data. An important, 

but often overlooked methodological aspect also covered here is the inherent qualitative nature of the results 

achieved with such computational methods. Since the quantitative analysis process for large-scale texts is 

much less canonized than the ones for traditional survey data, reflecting on internal and external validity has a 

more pronounced role in NLP than in some of the other quantitative methods. The second part of the lecture 

showcases some of the methods in use, applied to the transcripts of the parliamentary speeches held by 

politicians of the Hungarian Parliament from 1998 to 2022, roughly 400.000 unique texts. Since political 

communication has undergone significant change over the last two decades, the goal is to draft a picture of 

language and political polarization through speeches in parliament. 

In the research that the lecture covers, after the basic text-preprocessing routines, we first used a time-

dependent Structural Topic Model (Roberts et al., 2019) to identify the topics that distinguish groups – e.g., 

parliamentary factions and parties – of speakers in each year. This model identifies distinct topics of a corpus 

in an exploratory fashion based-on word usage and assigns a word distribution to each topic and a topic 

distribution to each text. Then we constructed Word Mover’s document Embeddings (Wu et al., 2018) of 

speeches that allowed us to measure the similarities of the previously identified topics. Tracking the usage and 

similarities of topics helped reveal the political communication strategy of each party relative to others 

throughout the period. We also built classification models using XGBoost (Hastie et al., 2019) and BERT 

(Devlin et al., 2018) to predict the party affiliation of the speakers. Evaluating these models for each party and 

parliamentary term (or year) enabled us to examine the changes in amplitude and characteristics of language- 

and political polarization over time. 

Based on the results of the analysis, the patterns of change in political communication strategies were mapped 

both for the governing and the opposition parties, and individual politicians who have been key figures 

throughout the examined period. Within-party use of topics showed a steady increase in homogeneity for 

right-wing parties, and a decrease for left-wing parties. Moreover, according to the results of the classification 

models, increasing language- and political polarization was observed between the governing parties and all 

other parties of the Hungarian Parliament. The patterns of intra-party homogenization and inter-party 

polarization evident in the speeches are in line with the characteristics of neopopulism-theory (Csigó 2016), 

according to which a speculative mediatized political space emerged where politicians observe the strategies 

employed by other politicians to appear popular and distinguish themselves from others by creating self-

referential communication bubbles. 
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